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ABSTRACT. We introduce both for modules and rings classes of elements that
are strongly connected to commutativity classes as defined in [1] [M. Abdi and
A. G. Leroy, Graphs of commutatively closed sets, Linear Multilinear Algebra,
2021] and [2] [D. Alghazzawi and A. G. Leroy, Commutatively closed sets in
rings, Comm. Algebra 47 (2019), no. 4, 1629-1641]. We define a graph
structure on the classes leading to a notion of distance for elements of a class.
Examples are presented all along the paper, showing the interest of the notions.

1. INTRODUCTION AND NOTATIONS

This paper is essentially concerned with notions around factorizations in general
noncommutative rings. The starting points for our considerations were the papers
[1] and [2], the definition of symmetric rings that first appears in J. Lambek [11],
and the usual UFD notions (cf. [5]).

While considering uniqueness of the factorization of an element a in a ring R, it
is natural to attach to a all the elements of R that can be obtained by permuting
the factors in factorizations of a. It is thus natural to consider the set

{pe R|ImeN,3(a1,...,a,) € R", witha=a1---a, and b = a1 - ao(n) },

where 0 € S, . This set will be denoted ﬂz\}l. Ifb e {/a\}l, we will write b=;a.
Continuing this process we may attach to an element a € R its symmetric closure

{/a\} defined by
{a} ={z € R| I EN,by,...,b € Rwith a®,b;_1by=1 -+ - by = ).

Of course, when the ring R is commutative, we have {a} = {a}. We will see that
the symmetric closure admits another construction. This construction is strongly
connected to the notion of symmetric rings that was introduced by Lambek ([11]).

In general, {a} measures the “local” noncommutativity of R. The two ways of
constructing the symmetric closure give two distances inside the symmetric closure
of an element offering two ways of measuring this “local” noncommutativity of the
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ring R. This naturally leads to the introduction of the diameter of the garphs. Let
us now briefly describe the content of the sections.

We start with definitions based on modules, in Section 2. Factorizations of an
element m in a module Mz are based (El\the notion of divisibility of m by elements
of R (cf. [10], P. 70). The closure {m} of an element m € Mg is defined (cf.
Definitions 2.1). The derived group U(R)’ of the unit group of the base ring R
appears to be an essential tool. Special attention is devoted to the case of cyclic
modules and to the class of atoms of the module.

In Section 3, we consider two different factorization chains attached to an element
of a ring R. The closure notions corresponding to these factorization chains are in
fact the same. This closure operation leads to a topology on R, and hence we obtain
two ways to analyze this topology. We give a description of these classes in different
rings. We also remark some relations with the commutative closure introduced in
[2]. Among others, we compute the class of the identity for Dedekind-finite rings
and show that {0} is equal to the derived group U(R)’ of the unit group U(R) of
the ring R. Using the Dieudonné determinant we describe all the classes of the ring
of matrices over a division ring and, more generally, over an Artinian semisimple
ring.

In the last section of the paper, we define a graph structure on each symmetry
class. Two notions of distances are defined in these graphs. These distances and
the diameters of the graphs are compared. The case of matrices over division rings
is studied. It offers connections between our distances and subject such as the
number of multiplicative commutators needed to express an element of SL, (D),
the number of idempotents that appear in the expression of a singular matrix as
product of idempotent matrices and the number of conjugates necessary to express
a singular matrix in terms of conjugates of another singular matrix of higher rank.
Once again this part is largely influenced by the results obtained in [1] and [2].

Throughout this paper, the symbol N stands for the positive integers. In ad-
dition, we assume that all rings are unitary. For a ring R, U(R) and U(R)’ will
denote the group of units of R and its derived group, respectively. The set of nilpo-
tent elements of a ring R will be denoted by N(R). In addition, the notation [z]
denotes the ceiling function of a real number x, which is the least integer greater
than or equal to z. If D is a division ring and n € N, the Dieudonné determinant
of a matrix A € M, (D) will be denoted as Det(A).

2. SYMMETRIC CLOSURE OF MODULES

We will decompose an R-module into subsets that correspond to equivalence
classes of an equivalence relation and are strongly related to the factorization in
the ring R and the structure of the module. This will lead to a distance between
elements in these classes. The main definition that follows is inspired by the notion
of symmetric rings.

Definitions 2.1. Let M be a right R-module. Two elements m,n € M are sym-
metrically connected if there exist m' € M and a,b € R such that m = m’ab and

n = m'ba. We denote this situation by m .

Two elements m,n € M are symmetrically related if there exists a finite chain

. 1 1 1 . .
of symmetrically connected elements m = mg ~mq ~ ... ~m;=n. We will write

m ~ n when m and n are symmetrically related.
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For an element m € M, we put {/m\} :={n € M |n~m}, and we say that an

element m € M is symmetrically closed when {m} = {m}.
We first give some concrete examples.

Examples 2.2. (1) If R is a commutative ring, then two elements of a module
Mp are symmetrically connected if and only if they are equal.
(2) If M = Rpg, then {0} = {0} if and only if the ring R is symmetric. These
kind of rings were introduced by J. Lambek in [11].
(3) If D is a noncommutative division ring and two nonzero elements z,y € D
are symmetrically connected, then z = 2’uv and y = 2’vu so that we
get y = duvv u"lou = v~ uTl, where [uTt vl = vl luw is a
multiplicative commutator. We will generalize this example later in the
next proposition. -
(4) If m € Mg, then we always have m(U(R))" C {m}; indeed, if u,v € U(R),

111 1
then m[u,v] = muvutv™! ~ muvvlu~!

desired inclusion.

= m. This easily yields the

In order to determine the closure of an element m in a module M, we need to
write m as a product m = m/r for some r € R. Notice that in this case we obtain
that rann(r) := {s € R|rs =0} C ann(m) = {z € R | mz = 0}. This leads to the
following definition:

Definition 2.3. Let m be a nonzero element in a module Mr. We say that r divides
m (or that m is divisible by r) if rann(r) C ann(m) and there exists m' € M such
that m = m'r.

A module Mg is divisible if for any m € M and any r € R such that rann(r) C
ann(m), r divides m.

We will say that an element m € M is an atom if the only r € R that divides m
are the invertible elements of R, i.e., the elements of U(R).

For an element m € Mg, we introduce the following notations:
Divy(m) = {m' € M | m € m'R},
and
Divg(m) = {r € R | 3m' € Divpys(m) : m =m'r}.

Let us recall that for an element a € R, we denote by {a} the commutative
closure of a. To define it, we first consider {a}1 = {zy | yz = a}. We then define,
for any i > 1, {a}it1 = {2y | yz € {a}:}, and finally {a} = |J;5,{a};. This notion
has been studied in [1] and [2].

Proposition 2.4. (i) The relation ~ on a module M is an equivalence relation
on M.
(ii) Let Vp be a vector space over a moncommutative division ring D. Two
vectors v,w € V are symmetrically related if and only if w € v(D*)’, where
(D*) is the derived group of the multiplicative group D\ {0}.
(i) If M = mR is a cyclic module, then

Divg(m)={re R|3s€ R:1— sr € anng(m)}.

(iv) If r € Divg(m) and n € Divy(m) are such that m = nr, then we have
n + annps(r) C Divys(m), where anny (r) = {p € M | pr = 0}.
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(v) If an element m € M s divisible by r € R, then m = nr and n{/r\} - {/m\}
(vi) If m,n € Mg be such that there exists an element x € U(R) such that
m = nz, then m ~n. So that we have m(U(R))" C {m}.

Proof. (i) Reflexivity is due to the fact that 1 € R. The symmetry of s straight-

forward, and the symmetry of ~ follows. The transitive closure of the relation A
is exactly the relation ~.

(ii) Suppose that v = v'st and w = v'ts for some v' € V and s,t € D\ {0}.
Then w = v'ts = v'st[t™1, 57 = v[t~!,s71], where [t~!,s7!] = t~ls~1ts is the
multiplicative commutator. This leads quickly to the fact that two vectors v,w € V'
are symmetrically related if and only if w € v(D*)’, where (D*)’ stands for the
derived group of the multiplicative group of D*.

(iii) Let r € Divg(m) and m’ € M be such that m = m/r. Since M = mR,
there exists s € R such that m’ = ms, and we have m = m/r = msr so that
1 — sr € anng(m). Conversely, if 1 — sr € anng(m), then m = msr = m/r for
m’ = ms, and hence r € Divg(m).

(iv) We have m = nr and, for any m’ € annps(r), we also have (n +m/)r =
nr+m'r = nr = m so that n +m’ € Divy(m).

(v) Let s € m We want to show that ns € {/m\} Clearly, it is enough

to do this for elements s such that s ~ 7. So, let us suppose that there exist
z,y,z € R such that r = zyz and s = zzy. Then we have m = nr = nxyz and
ns = nrzy A nxyz = m, showing that ns € {m}.

(vi) We first remark that if there exist u,v € U(R) such that m = nfu,v], then

1.1 1 1 . .
m = nuvu vl ~ nuvvTlu~! = n. Hence, if two elements of My differs by a

commutator, then they are symmetrically related. This yields the proof since, by
definition, the derived group is generated by multiplicative commutators. Il

As a consequence of statement (v) above, we get the following corollary.

Corollary 2.5. Let m € Mg. Then we have
J e
(m/,r)€EM X R, where m=m'r

Another interesting corollary is based on statement (vi) in Proposition 2.4.
Corollary 2.6. If there exists a module M and a torsion-free element m € M such
that {m} = {m}, then the invertible elements of R are central.
Proof. Thanks to Proposition 2.4(vi), we have mU(R)" C {/m\} = {m}, and hence
U(R)" = {1}, as required. O

Examples 2.7. (1) Let F' be a field and consider, for n > 1, the row space M = F"
as a right module over the ring of matrices M, (F). For any two nonzero vectors
u,v € F™ there always exists a matrix £ € SL,(F) such that u = Ev. Since E
is the derived group of GL, (F) (except when F = Fy and n = 2), we deduce that
any two nonzero vectors from F"™ are always in the same class, i.e., u ~ v for any

u,v € F™\ {0}.
(2) The equality in the previous corollary is not true as it can be seen while
computing the symmetric class of zero in the ring R = k(<))§}’,y)>, where k is a field

(note that the invertible elements of R are the nonzero elements of k).
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Remarks 2.8. (1) If r € R divides m € M, say m = m/r for some m' € M,
then the elements of M that are divible by r are exactly those of the form

m/ +annp(r). This set will be written as [™].
(2) If m € M and x € ann(m), then m(1 — ) = m, and we conclude that

ms € {m} for any s~ 1—a.
Both the structure of M as a module and the structure of the ring R have an

impact on the classes. For the influence of the module, let us examine the case of
cyclic modules.

Proposition 2.9. Let M = mR be a cyclic module. Then for any r,s € R, we

have mr ~ ms if and only if there exist x,y € R such that x A y and m(r —z) =
m(s —y)=0.

Proof. Suppose that mr A ms. Then there exist m’ € M and p,q € R such
that mr = m’/pq and ms = m/qp. Since M = mR, there exists [ € R such that
m' = ml. Putting z := Ilpq and y := lgp, we get z A Yy, mr = mipg = max, and
ms = mlgp = my. Retracing our steps, we obtain the converse statement. [

The structure of the ring R is also important while computing the symmetric
classes of an element from a module. Indeed, we have already remaked that the
derived group u(R)’ of the group of invertible elements of R was crucial (cf. Propo-
sition 2.4). To show further this influence, we consider the case of a modules Mg
over a (von Neumann) regular ring R. Recall that an element r in a ring R is
called regular if there exists « in R such that » = rxr. We denote the set of regular
elements by Reg(R). The ring R is (von Neumann) regular if Reg(R) = R.

Lemma 2.10. Let m € Mg be a nonzero element in an R-module Mg and r €
Reg(R) such that rann(r) C ann(m). Then r divides m.

Proof. Since r € Reg(R), there exists x € R such that r = rzr, and hence 1 —zr €

rann(r) C ann(m). This gives m = mar, and so m = m/r for m’ = ma. This
completes the proof. (I

This immediately leads to the following corollary.

Corollary 2.11. Let m € Mg be a nonzero element of a right R-module. Suppose
r € Reg(R) is such that rann(r) C ann(m). Then ma{r} C {m}, where x is any
quasi inverse of r, i.e., we have r = rxr.

Of course, any invertible element r € U(R) is regular, and hence as a special case
of the above corollary we deduce that, for any m € M and v € U(R), mu{u~1} C
{m}.

We say that an element m € Mg is an atom if the only elements r € R dividing
m are the units elements of R. For atoms we have the following result.

Corollary 2.12. If p € M is an atom, then we have p(U(R)) = {/ﬁ

Proof. Thanks to Example 2.2(4), we know that p(U(R))" C @ On the other

hand, if y A p, then we derive that there exist s,t,p’ € R such that y = p’st and
p = p'ts. Since the only divisors of p are invertible elements, we get y = p/st =

p[s~1,¢t71]. This implies that Ea\} C p(U(R))’, and the proof is over. O
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Of course, if the base ring R of the module My is a commutative ring R, every
element of M is commutatively closed, and hence any element of m € M satisfies

m(U(R)) = {/77.1\} In particular, if Mr = Rp, the statement of the corollary is not
a characterization of atoms.

3. SYMMETRIC GROUPS AND FACTORIZATIONS
Let us start this section with a list of definitions and notations that will be useful.

Definitions 3.1. Let R be a ring with a unity 1 =1z and a,b € R. We write:

(i) (a) a ~1 b if there exist x,y € R such that a = xy and b = yx.
(b) a ~1 b if there exist x,1,z € R such that a = zyz and b= zzy.
(¢) a~qb if there exist n € N, x1,x0,...,2, € R and © € S, such that
a =TT Tp and b= Tr(1)Tr(2) " Tr(n)-
(i) For s € {c,*,\} we define:
(a) a R, b if there exist x1,xa, ... ,x; € R such that

s s s s
aQ~] L]~ Ty~ -~ X = b

(b) a X b if there exists | € N such that a ~; b.
(c) {a}* ={b€ R|a~b}. We also write {a} for {a}® and {a} for {a}".

The relation ~ was studied in [1] and [2].

Lemma 3.2. Let a,b be elements in a unital ring R. Then

(i) a~b if and only if a ~ b. Moreover, ~ is an equivalence relation on R.
(ii) For any a € R, we have J;5,{b | a~b} = {a}.
(iii) If a~1a’ and b=~qb', then aa’~1bb'.

Proof. (i) Suppose first that a ~ b. Then b is symmetrically related to a and there
exists a sequence of elements a = ag,...,a; = b in R such that a = ag ~1 a; ~1
as ~q ...~1 a; = b. Tt is clear that, for z,y € R, © ~q y implies that ~;y. This
gives that a~b, as required.

For the converse implication, it is sufficient to prove that if a<1b, then b is
symmetrically related to a. To do this, assume we have a = ajas---a,, ™ € Sy,
and b = ar(1)ar(2) " r(n). Since m is a product of transpositions, we see that
it is enough to show for an arbitrary transposition 7 we have a,(1yar(2) " ar(n)
is symmetrically related to a. Write 7 = (ij) for 1 < i < j < n. We thus get
successively:

Q= a1 Qg 1 Q1 Q105G 4 G G
A a1 G Qi1 On
’*Vl ap - Qi—105Qi41 " Aj-1G541 " - Ap Gy
:‘1 ap - 0;—105Qi41 - Aj—10;Q541 " Qp
= Ar(1)Ar(2) " Cr(n)-

This yields the conclusion.
The fact that < is an equivalence is a direct consequence of the fact that ~ is an
equivalence relation (cf. Proposition 2.4).
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(ii) The inclusion J;~,{b | a~ib} C Ez\} is a direct consequence of the statement

(i) above. The reverse inclusion is routine since a ~; b implies that a~1b.

(iii) Assume that a~ja’ and b~1b’. This implies that there exist n,m € N,
T €S, 0 € Sy, a,...,a, € R, and by,...,b,, € R such that a = ay---an,,
a' = a1y Ur), b=01- by, and b’ = by(1) - - - by (). Define § € Sy, 1y, is given
by 0(¢) :=7(i) foralli=1,...,n,and 6(i) :=o(i —n) foralli=n+1,...,n+m.
We thus obtain ab = a1 - - - anby - - - b~1a501) - - - A5(n) b5 (nt1) = - bs(nm) = @', and
the proof is done. ([

Definition 3.3. Let S be a subset of a ring R. We define the symmetric closure
of S as S =,cqg {5}

It is worth noticing that for an element x € R, the symmetric closure {z} is the
equivalence class of x corresponding to the equivalence relation ~ defined on R.

Definition 3.4. Let T be a subset of a ring R. We define recursively a collection
of subsets T; C R, i > 0, containing T as follows: Ty =T and for any i > 0,
Tiv1={x € R |3 3Jay,...,ap € R, I € Sy with
r=ay---agand a1y - ar) € i}
It is routine to see that T = Uiso Ti-
Lemma 3.5. Assume that T is a non-empty subset of a ring R. Then the following

statements hold:

(i) The chain T;, where i > 0, is ascending.
(ii) For all n,m € N, we have (T),)m = Tnim- In addition, if T,, = T,,41, then
T, =Thik for any k>0, and also T =T,

(iii) T is symmetrically closed, that is, T =T.

Proof. (i) Fix i > 0, and pick an arbitrary element x in T;. Let x = aj---ay,

where ay,...,a¢ € R. Then by considering m = id, where id denotes the identity
permutation in Sy, we obtain x € T;;1. Hence, T; C T; 44 for all ¢ > 0.

(ii) We prove this claim by using induction on m. Let m = 1. It follows readily
from the definition that

(Tn), ={zr € R |3 3a1,...,a¢ € R, Im € Sy with
r=ay---agand a1y ) € Tp}
—4An41-

Hence, the claim holds for m = 1. Now, suppose, inductively, that m > 0 and that
the result has been shown for m, that is to say, (Ty,)m = Thim- Once again, one
can conclude rapidly from the definition that

(Th) iy =z € R| 3 3ay,...,a0 € R, IT € Sy with
r=a1-agand azqy - are) € (Tn),,}

={z € R| 3¢ 3ay,...,a; € R, Im € Sy with
r=ay---agand ar(1) - Arp) € Tngm}

—dn+m+1-
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This completes the inductive step, and hence the claim has been proven by induc-
tion. The last assertion is an immediate consequence of the first assertion and part
(). )

(iii) Since T - f, it 1As enough to show the reverse inclusion. To do this, take an

arbitrary element x in T. This implies that x € {/t\} for some t € T ,and so t € ES\}

for some s € T. We thus get 2=t=s, and hence z € {s} C T. This finishes the
proof. O

Recall that for a subset T of a ring R, we define r(T) = {x € R | Tz = 0},
(T)={x € R|aT =0}, r(a) ={x € R|ax =0}, and l(a) = {x € R | za = 0}.
The next proposition specifies some particular subsets of the closure of T'.

Proposition 3.6. Assume that T is a subset of a ring R. Then the following
statements hold:

(i) TV = {utu™t |u € U(R),t € T} CT}.

(ii) For alln > 1, we have (1 +r(T))"TUT(1+U(T))" C T,,.

Proof. (i) Let t € T and v € U(R). Since t = u~lut € T, this implies that
utu™! € T}. We therefore get TV C Ty, as claimed.

(ii) We argue by induction on n. Let n = 1. Since r(T') (respectively, [(T)), one
can check that T'(1 4+ r(T')) C T (respectively, (1 +1(T))T C T'). This implies that
(1+7(T))T C Ty (respectively, T'(1 4+ I(T)) € T1). Hence, we get (1 +r(T))T U
T(1+I(T)) € Ti. Now, suppose, inductively, that n > 0 and that the result
has been shown for n, that is to say, (1 +(T))"T UT(1+ I(T))™ C T,. This
yields that (1 + »(T))"T C T,, (respectively, T(1 4+ (T))™ C T;,). Accordingly, one
has (1 +r(T)"T(1 4+ r(T)) € (1 +»(T))"T C T, (respectively, (1 + I(T))T(1 +
U(T))™ CT(1+I(T))™ C T,,). We thus obtain (1+7(T))"™T C T,,41 (respectively,
T(1+I(T))"* C T,,4+1). This completes the inductive step, and so the claim has
been proven by induction. O

Proposition 3.7. Let a be a symmetrically closed element in a ring R. Then the
following statements hold:
(i) r(a) =(a).
(ii) Let e be an idempotent element in R such that ae = ea = a. Then a is a
symmetrically closed element in eRe.

Proof. (i) We first show that r(a) C I(a). To do this, let € r(a). Hence, a =
a(l4 ). Since a is symmetrically closed, we get a = (1 + x)a, and so xa = 0. This
implies that « € l(a). Accordingly, r(a) C I(a). Conversely, consider an arbitrary
element = € [(a). This gives that a = (1 + z)a. Similarly, one has a = a(1 + z),
and thus az = 0. Consequently, 2 € r(a). This yields that l(a) C r(a), as required.

(ii) This assertion is a direct consequence of the definitions. O

Proposition 3.8. Assume that T is a subset of a ring R. Then the following
statements hold:

(i) If T is symmetrically closed, then its complement R\ T is symmetrically
closed.

(ii) Any union (respectively, intersection) of symmetrically closed sets is sym-
metrically closed.
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(iii) The collection of symmetrically closed subsets defines a topology on the ring
R. For this topology, the open sets are also closed.

(iv) If A C B are two subsets of R, then A - B.

(v) If T\ C R, where/)\iA, are subsets of a ring R, then
(a) UreaTh = UneaT).
(b) NaeaTh € NaeaTh.

Proof. (i) This is an obvious consequence of the fact that ~ is an equivalence
relation (cf. Lemma 3.2(i)).

(ii) Let {Th}ren be a collection of symmetrically closed sets in R. Select an
arbitrary element x in UyxeaTy. This implies that x € T for some A € A. since T’
is symmetrically closed, one has (7)1 = T. Hence, there exist aj,...,a; € R and
m € Sy with o = ay-+-ap and ar1) - axe € Th. We thus have a1y - ar@) €
UaeaTh, and so © € (UxeaTh)1. This yields that UyeaTn € (UaeaTh)1. Based on
Lemma 3.5(ii), one can deduce that UyeaT)y is symmetrically closed. To show the
symmetrically closedness of NycaT, one should consider part (i) and the fact that
MxeaTy = R\ (Unea(R\TH)).

(iii) Since R itself is symmetrically closed, it follows from part (i) that the empty
set is also symmetrically closed. Now, the claim can be concluded from parts (i)
and (ii).

(iv) This assertion is an immediate consequence of the facts that A = Ugea {a}

and B = (Jycp {b}- =

(v) On account of Lemma 3.5(iii), for any A € A, T is symmetrically closed.
It follows now from part (ii) that Uye Aﬁ is symmetrically closed. Since, for any
AeAN T, C U,\eAﬁ, using part (iv) gives that U,\/eﬁ’,\ c U,\eAﬁ. Conversely, we
note that, for any A\ € A, parts (ii) and (iv) imply that 7/’; C U,\/EA\TA, and hence
UAeAﬁ C UTGA\J“A. This proves (a).

Because, for any A € A, Ty is symmetrically closed, part (ii) yields that Nye AT
is symmetrically closed as well. Due to NyepTh C ﬁ for any A € A, using part (iv)
implies that ﬁ@,\ C Nye Aﬁ. This proves (b). |

Theorem 3.9. Assume that ¢ : R — W is a ring homomorphism. Then the
following statements hold:
(i) For any X C R, o(X) C p(X).
(ii) If ¢ is a ring isomorphism, then for any X C R, @()A() = o(X).
(iii) If T C W is symmetrically closed in W, then ¢~ (T) is symmetrically
closed in R.

Proof. (i) Since X = Ui>o Xi and /()?) = U;>0¢(X)i, and in view of Lemma
3.5(1), it is sufficient for us to show that ¢(X;) C ¢(X);. To do this, choose an
arbitrary element y € ¢(X1). Hence, y = ¢(z) for some z € X;. This yields that
there exist ai,...,ay € R and m € Sy with z = a1 ---ag and ar(1) -+~ ar) € X. We
thus get y = ¢(2) = p(a1) - p(ar) and p(ar(1)) - Pax(e)) = P(ar@) - an@)) €
©(X). This gives rise to y € ¢(X)1, as required.

(ii) Due to Lemma 3.5(ii) and part (i), one has to demonstrate that p(X); C
©(X7). For this purpose, let y € ¢(X);. This implies that there exist ay,...,as €
W and m € S with y = a1 ---ag and a1y -+~ ar) € (X). Hence, ar(1) - arp) =
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¢(z) for some z € X. Because ar; € W, fori = 1,...,4, and ¢ is surjective,
this yields that there exist r1,...,7, € R such that a,;) = o(r;) for i = 1,...,£.
Consequently, we obtain ¢(z) = ar(1) - ax) = @(r1---7¢). Since ¢ is injective,
one can derive that z =7y ---7p € X. Hence, r1 --- 1, € X;. Finally, we note that
y=@(z) =p(r1---1¢) € (X1). This finishes our argument.

(iii) According to Lemma 3.5(ii), it is enough to verify that (¢ =*(T)); C ¢~ }(T).
Take an arbitrary element z in (¢~%(7T'));. This gives that there exist ay,...,as €
R and 7 € Sy with z = a1---a¢ and ar1) - ar) € @ 1(T). We thus gain
lary) - 0(az@) = @(az@a) - ar@) € T. On account of T C W is symmetri-
cally closed, this leads to ¢(a1---ar) = ¢(a1)---¢(ag) € T. Accordingly, one has
z=ay--ag € o *(T), and the proof is complete. O

We now collect a few properties in the following proposition. Recall that a
subset S of a ring R is multiplicatively closed whenever si,s2 € S, then s1s9 € S
too. Following [1], let us recall for a,b € R, we say d.(a,b) = n, also denoted by
a ~, b, if there exists z1,...,Zn,V1,...,Yn € R such that

a = T1Y1, Y171 = TaY2,Y2T2 = T3Y3, -, Yn—1Tn—1 = Tnln, YnTn = b.
In addition, the commutative closure of a € R is given by
{a} ={b€ R|3In € NU{0} with d.(a,b) = n}.
For S C R, we define S = USeS{T}.

Proposition 3.10. Let a and b be elements in a ring R, and S a subset of R.
Then the following statements hold:

(i) {a} C {a}.
(ii) Any symmetm’cally closed set is commutatively closed.
(iii) {ab} = {ba}
(iv) a{b} C a{b} < {a}{b} C {a}{b} C {ab}.
(v) Let B denote 1 — r(a), where r(a) = {x € R | ax = 0} stands for the right
annihilator of the element a. Then {/Ba\} C Ef}.
(vi) If S is a multiplicatively closed set, then S is multiplicatively closed as well.

Proof. (i) The first inclusion is clear since 1 € R and 1.ab ~1 1.ba.

(ii) This is a direct consequence of part (i) above.

(iii) We have ab € {b/;}, and hence @» - {/b\a}. A similar argument gives
{ba} < {ab}.

(1v) The inclusion {b} C {b} (cf. part (i) above) implies that a{b} C a{/b\} and
{a}{b} - {a}{b} Similarly, the second inclusion follows from the fact that a € {a}.

The last inclusion {a}{b} - {ab} is due to the fact that permuting the factors of
the first element, say a, of a product ab is also permuting a factorization of ab.

(v) This is due to the fact that {a} = aB, and hence Ba C {a} C {/(E. We
therefore have {/B?} - 51\}

(vi) Let z,y € S. Thus, we have elements s, ¢ € S such that x € {5} and y € {t}
The fourth inclusion in part (iv) above then gives zy € {s}{t} C {st} Since S is
multiplicatively closed, this implies that xy € S . [
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Definition 3.11. [2, Definition 2.1] An element a € R is said to be commutatively
closed when {a} = {a}. If a,b € R we say that b is a factor of a if there exist
elements c¢,d € R such that a = cbd.

Proposition 3.12. Let R be a unital ring, and z € R be a symmetrically closed
element. Then the following statements hold:
(i) The element z commutes with units.
(ii) If 2 is not a zerodivisor in R, then z commutes with idempotent elements.
(iii) The element z commutes with its factors.

Proof. The claim can be deduced from [2, Proposition 2.2] and Proposition 3.10(i).
([

Corollary 3.13. Let z € R be a symmetrically closed element. Then the following
statements hold:

(i) If z is nilpotent, then RzR is a nilpotent ideal.
(ii) If z is not a right (or left) zerodivisor, then R is Dedekind-finite.

Proof. The assertion is an immediate consequence of [2, Corollary 2.3] and Propo-
sition 3.10(i). O

The definition below is sometimes useful especially while making explicit com-
putations. It is similar to the one given in Definition 3.4.

Definitions 3.14. Let S C R be a nonempty subset of R. We define, for s €
{c7 *’ /\}7

S ={x € R|3x € S suchthat x <, z¢ }.
In particular, for any s € S, we have {s}* =, {s},-

Recall that a ring R is Dedekind-finite if, for any a,b € R, we have ab = 1 implies
ba = 1. When the ring R is Dedekind-finite, we can describe the symmetric closure
of any subset S contained in R.

Proposition 3.15. Let S C R be a subset of a Dedekind-finite ring R. Then the
following statements hold:
(i) If S is a group, then S is a group as well.
(i1) {1} is the set of products of at most n commutators.
(iii) The closed set {/1\} is the derived group U(R)" of the group of units of R.
(iv) If S CU(R), then S = S(U(R))'.

Proof. (i) Since R is Dedekind-finite, any factor of an invertible element is also
invertible. The fact that S is a group then implies that the elements of S} are
invertible. Moreover, if € S5, there exists s € S such that z~qs, and hence
r71%;s71. Since S is a group, we thus get x~! € S;. Similarly, for any [ € N,
the elements of S} are invertible with inverses in S;". Let a,b € S. So, there exists
| € N such that a,b € S, and since b=! € Sf C §, we get ab™! € S. This shows
that S is a group.

(ii) First remark that = and all the elements that appear in a path linking 1 and
x are invertible (in fact, {/1\} is a group). The result is thus clear since for invertible
elements a, b, c € U(R), we have abc = acb[b~1,c71].
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(iii) Clearly, {/1\} is a subgroup of U(R), and by part (ii) above, we get that in fact

{1} CU(R)', the derived subgroup of U(R). On the other hand, any commutator
is an element of {1}, and this yields the assertion.

(iv) In the light of Proposition 3.10(iv), we have S C S{/l\}. Because the elements
of S are invertible, we also get the reverse inclusion. (I

Corollary 3.16. Let R be a ring. Then the following statements are equivalent:
(i) R is Dedekind-finite.
(i) {1 = {1}-
(i) {1} = U(R).
Moreover, when R is Dedekind-finite, we have for any a € U(R), @ = a{/l\}.

Proof. We know that the set {1} is commutatively closed (i.e., {1} = {1}) if and
only if R is Dedekind-finite. Thus, (i) and (ii) are equivalent. In addition, Propo-
sition 3.15(iii) gives the implication (i) = (iii). To finish the argument, one has
to show the implication (iii) = (i). To see this, let ab = 1, where a,b € R. This
yields that ba € {1}. Since {1} C {/1\} = U(R) C U(R), we obtain that ba € U(R).
Now, by considering the fact that (ba)? = ba, we get ba = 1. This means that R is
Dedekind-finite. O

Example 3.17. Let H denote the division ring of real quaternions. For x = ag +
ari + asj + ask € H we define N(x) = a + a} + a3 + a%. Moreover, let T := {x €
H: N(x)=1}. Then {1} =T.

Proof. In the light of [12, Proposition 1.3.5] and Corollary 3.16(iii), one can rapidly
conclude that {1} = U(H)’, and hence {1} =T. O

In a similar way, we can now look at the symmetric closure of {0} when R is
reversible, i.e., when {0} = {0}. Recall first that in any ring R, the set N(R)
of nilpotent elements is always commutatively closed. Of course, N(R) is not
symmetrically closed in general as we can see by considering the caﬂ a matrix
ring R = M,,(k), n > 2 over a field k. In fact, in this case, we have N(R) = {0} is
the set of all singular matrices (cf. Corollary 3.21).

We recall that a ring R is semi-commutative if for any a,b € R we have that
ab = 0 implies aRb = 0. Furthermore, any reversible ring is semi-commutative.

Proposition 3.18. If R is semi-commutative, then N(R) is symmetrically closed.
In particular, this holds if R is reversible.

Proof. Tt is enough to show that, if a € N(R) and b ~; a, then b € N(R).
To do this, assume that ¢ = zyz and b = zzy. Let also n € N be such that
a™ = 0. Since R is semi-commutative, for any ri,7rs,...,73, € R, we have
TrYrozrsTT - T3,-1273, = 0. Replacing 71431, 72431,m343 ([ > 0) by 2,2,y
respectively, we conclude that b?" = 0. Accordingly, one has b € N(R), as re-
quired. (I

Recall that a ring R is said to be symmetric if and only if for any a,b,c € R,
abc = 0 implies acb = 0.
Looking at the symmetric closure of {0} we easily get the following proposition:

Proposition 3.19. {/O\} = {0} if and only if R is symmetric.
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Proof. ( ) Let abc = 0, where a,b,c € R. Due to abc ~; ach, this leads to
ach € {0} and so acb € {0}. Hence, acb = 0, that is, R is symmetric.

(<) We must show that {0}; C {0} by virtue of Lemma 3.5(ii). To see this, pick
an arbitrary element z in {0};. This says that there exist a1,...,a¢ € Rand 7 € Sy
with 2 = a;---ag and a1y - - - ar) € {0}. Hence, we get ar(1)---ar@) = 0. Since
R is symmetric, and considering the fact that 7 is a product of transpositions, we
can mimic the discussion which has been stated in Lemma 3.2(i). This gives rise
toz=ua;---ap =0, and so z € {0}, as required. O

The next theorem determines the symmetric classes in case of a matrix ring over
a division ring. Note that GL,(R) denotes the general linear group of non-singular
n X n matrices with entries in R.

Theorem 3.20. Let D be a division ring, n € N, and A € M, (D). Also, let 1
denote the identity matriz. Then the following statements hold:

() {1} = GLu (D)
(i) If A€ GL,(D), then A = A{l}
(iii) If A is singular, then A= {O}

Proof. (i) First note that the ring R = M, (D) is Dedekind-finite. It follows now
from Corollary 3.16(iii) that {/i\} = GL,(D)'.

(ii) This assertion can be deduced from Proposition 3.15(iv).

(iii) We first show that E = @ for any idempotent matrix E = E? such that
rank(E) = r < n. The proof proceeds by induction on r. If » = 0, we have E = 0.
Suppose that the property is proven for idempotent matrices of rank 0 < s < r
and consider an idempotent matrix E of rank r. Let us denote F. the idempotent
matrix F,. = diag([,,0,_,). There exists an invertible matrix P € GL,(D) such
that PEP~! = F,.. In particular, we have E = 1/7; If @ € GL,(D) is the
permutation matrix associated to the transposition (r, r +1), we get QF,.Q !
the matrix dlag( r-1,0,1,0,. ,0), and hence F, = F? ~; F,.QF, Q L=F,._;. We
thus gain E = F = FT 1. The induction hypothesis then gives E = F .= /,_\1 =
{0} as claimed. Now, if A € M,(D) is a singular matrix, then we can write

A= E\Ey- - E,, where E; = E? for i = 1,...,r (cf. [J]). Based on Proposition
3.10, we have 0 € {0} =E ---E, CA. Accordlngly7 one concludes that 0 € A,
and hence {O} A. This yields the desired result. O

In the next theorem, we will use the Dieudonné determinant. Recall that if D is

a division ring and n € N, the Dieudonné determinant is a map G L, (D) Dety %;),

such that Det(AB) = Det(A)Det(B) and Det([,,) = 1. The kernel of the map Det
is denoted as SL,, (D), and is the subgroup of GL,,(D) generated by the elementary
matrices. If A € M,,(D) is singular, we put Det(A) := 0. If D is commutative, then
Det is the usual determinant for matrices with coefficients in a field. The interested
reader might consult [6] for more information.

Corollary 3.21. Let R = M, (D) be a matriz ring over a division ring D. Then
for any A € R, we have {/A\} ={B € R | Det(B) = Det(A)}.

Proof. If B € {/A\}7 then there exist matrices Ay, ..., A; € M, (D) such that
AR AR AR, - Ry A = B
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Hence, to show that Det(A) = Det(B), it is enough to show that if X, Y € M, (D)
are such that X~1Y, then Det(X) = Det(Y). Since the determinant is a multi-
plicative map, this is clear.

Conversely, suppose that A, B € M, (D) are such that Det(A) = Det(B). If
Det(A) = Det(B) # 0, then both A and B are invertible and we have Det(AB_l) =
1. This means that AB~" € SL,(D), and hence we obtain AB™" is a product

of multiplicative commutators. In particular, AB™" € {1} Now, if Det(A) =
Det(B) = 0, then by Theorem 3.20(iii), we get {A} {0} = {B} as claimed. O

Lemma 3.22. Assume that R and S are two rings, and (r,s) € R x S. Then
{(r,s)} = {r} x{s}.

Proof. Take an arbitrary element (z,y) in {m} This yields that (z,y) € {(r,s)},,
for some n > 1. We thus have there exist elements
(r;s) = (@1,01), (T2,92), -+, (Tn, yn) = (2,y) € R XS,

such that

(r,s) = (@1, y1)~1(2,¥2)~1 - ~1 (T, Yn) = (7, 7).
This gives rise to r = 21712271 -~z = @ and 5 = Y1~Rye~1 -~y = Y.
We therefore get (ac y) € {r} X {s} To establish the reverse inclusion, assume
that (z, y) € {r} X {s} Hence, one has = € {r} and y € {s} We can conclude
that = € {r} and y € {s} for some n,m € N. This implies that there exist
elements r = z1,29,...,2, = 2 € Rand s = y1,¥2,...,Ym = y € S such that
T1~1To~ - ~1Ty, and Yy1~1Ys~g - - ~1Ym. Without loss of generality, one may
assume that m > n. We thus have the following

(r,8) =(x1,y1)~1(22,92)~1 - ~1(Tn, Yn) = (T, Yn)

(T Ynt1) ™1 R1(@n, Ym) = (T, Y).

Accordingly, we gain (z,y) € {m}m, and hence (z,y) € {m}, as claimed. 0O

We are now able to determine the symmetric closure of any elements of an
Artinian semisimple ring.

Theorem 3.23. Let R = Hi:l M,,(D;) be an Artinian semisimple ring, where

D;’s are diwvision rings. If A = (A1, As,..., A;) € R, then
A={B=(By,Bs,...,B) € R|Det(A;) = Det(B;),i =1,...,1}.

Proof. The proof is direct consequence of Lemma 3.22 and Corollary 3.21. O

4. SYMMETRICALLY CLOSED GRAPHS AND THEIR DIAMETERS

In this section, we define a graph structure on each symmetry class. Two notions
of distances are defined in these graphs. These distances and the diameters of the
graphs are compared. To accomplish this, we start with the following definitions.
In addition, we refer the reader to [1] for any definition and terminology concerning
graph theory.

Definitions 4.1. Let R be a unital ring R and s € {c,*,A}.
(1) The elements of a class determined by ~ can be seen as the set of vertices of
a graph. Two elements .,y in the same class are said to be adjacent if x ~ .
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(2) Let x,y € R be such that x ~ y, we define dg(z,y) = min{n € N | 2 %, y}.
We adopt the convention that ds(x,z) = 0. It is not hard to check that ds is a
distance. This distance corresponds to the minimal length of the paths between two

elements (vertices) in a class determined by ~.
(8) For a subset S of R, we define

diam,(S) = sup{ds(z,y) | #,y € S and z < y}.

Remarks 4.2. (1) As was proved in Lemma 3.2 the classes determined by ~
and 2 are the same. So the vertices of the graphs determined by these
relations are the same, but, of course, the paths are different.

(2) Lemma 3.2 also shows that if z,y € 51\}, then da(z,y) < di(z,y).

(3) A class El\} is a connected graph for both ~ and ~.

(4) Since R is the disjoint union of the classes with respect to ~ (or ~), the
ring R itself can be considered as a graph. With this point of view we have,
for s € {A, x}, diam4(R) = sup{diams({/;-z\}) | z € R}.

In what follows, we collect some results which are related to above definitions.

Theorem 4.3. Let R be a unital ring. Then the following statements hold:
(i) Ift e {/z\}, then for any m € N, t™ € {/z-\m}
(ii) A subset S of R is symmetrically closed and connected if and only if S = {z}
for some z € R. R
(iii) For any subset S of R, diama(S) < diamn(S) (respectively, diam,(S) <

-~

diam,(9)).

Proof. (i) Let t € {z}, and fix m € N. This implies that ¢ € {2}, for some n > 0.
If n =0, then t = z and the result is clear. So suppose that n > 1 and there exist
elements z = xq,x9,...,2, = t such that z;~25~1 - ~12,. In view of Lemma
3.2(iii), one can conclude that 2™ = z"~ 2"~y - - -~z = t". We therefore have
m e {z/“T}

(i) Since S is closed, it is a union of classes corresponding to the equivalence
relation ~. Due to the fact that E\is connected, S is in fact equal to a single class,
and for any z € S, we have S = {z}.

(iii) This is clear since S C S O

Proposition 4.4. Let S be a subset of a ring R. Then the following statements
hold:

(i) diam,(S) < diam.(S). In particular, if diam.(S) (respectively, diam.(S))
is finite (respectively, infinite), then diam,(S) (respectively, diam.(S)) is
finite (respectively, infinite).

(ii) If R is a non-commutative Dedekind-finite, then diam,(U(R)) = 1. In
particular, if D is a division ring, then diam, (D) = 1.

Proof. (i) It follows from Proposition 3.10(i) that d.(z,y) < d.(x,y) for any z,y €
S. This leads immediately to diam,(S) < diam.(.5).

(ii) By virtue of [I, Lemma 1.10], one has diam.(U(R)) = 1. Now, part (i)
implies that diam,(U(R)) = 1. To prove the last claim, one can combine part (i)
and [l, Proposition 1.11]. O
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Proposition 4.5. Assume that z is an element in a ring R. If n € N is the
minimal number such that {z} = {z},, then n < diam, ({z}) < 2n.

Proof. Let z,y € fz\} Hence, one obtains z,y € {/z\}n This gives that there
exist elements z = x1,23,...,2, = x € R and 2z = y1,92,...,Yn = y € R such
that x1~129~1 - - - ~12, and y1~1ya~1 - - - ~1Yp. This means that da(z,z) < n and
da(y, z) < mn. It follows now from the triangle inequality that

dn(z,y) < da(z,2) + da(z,9) < 2n,

and so diam, ({/z\}) < 2n. Since n is minimal, this implies that n < diamA({/z\}).
This completes the proof. (I

Proposition 4.6. Let R and S be two rings. Also, let diama (R) = n and diama (S) =
m. Then diama (R x S) = max{n, m}.
In addition, a similar result holds replacing diam, by diam,.

Proof. Tt follows from the definition that
diama (R x S) = sup{diama((r, 5)) : (r,s) € R x S},

where diam,((r,s)) = sup{dr((z1,91), (z2,52)) = (21,51), (¥2,52) € {(r,9)}}.
Let diama (R x S) = diama(G,s)), where (r,5) € R x S. Hence, there exist el-

ements (z1,y1), (z2,y2) € {(r,s)} such that diamn ((r, s)) ::/ciA((xl,yl), (l'g,y/D.
On account of Lemma 3.22, one can derive that x1,z2 € {r} and yi,y2 € {s}.
One can deduce from the assumptions diama(R) = n and diama(S) = m that
da(x1,29) == t < n and da(y1,y2) = k < m. Accordingly, there exist ele-
ments 1 = ui,Us,..., U = T3 € R and y; = v1,v9,...,0% = y2 € S such that
U~ Uz~ -+ ~1uy and v~ e~y -~ Without loss of generality, one may
assume that k > t. This leads to the following

(x1,y1) =(u1,v1)~1(u2, v2)~1 - 1 (ug, vr) = (T2, v)
~1(w2, vp41)~1 -~ (T2, v8) = (72, Y2)-
Therefore, one derives that da((z1,y1), (z2,y2)) < max{n,m}. This implies that
diama (R x §) = max{n,m}, as desired. O

Theorem 4.7. Let D be a division ring and n € N. Then diama (M, (D)) < 2.

Proof. Let A, B € M, (D) be matrices such that B € A. According to Corollary
3.21, we derive that Det(A) = Det(B). Here, one may consider the following cases:

Case 1. A is invertible. This implies that B is invertible. It follows from
Det(AB~!) = 1 that A = CB for some C € SL,(D). Since C is a product of
commutators, we get C~11,. This immediately gives that A~1B.

Case 2. A is singular. Then A is a product of idempotent matrices. Any
idempotent matrix E € M, (D) is similar to any diagonal matrix having only 0 and
1 on the diagonal with the number of 1’s is equal to the rank of E. So, for any
1 <4 < n, there is an invertible matrix P; such that PZ»EP[1 is a diagonal matrix
with a zero on the (4,4) entry, and we thus have P,EP; 'P,EP; - P,EP; ' = 0.
We can thus write

E=FE"” P EP['PREP;*---P,EP, ' =0.
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Since A is a product of idempotent matrices, we get that A~10 and similarly for
the singular matrix B. This yields the proof. ([

Proposition 4.6 and Theorem 4.7 give the following theorem.
Theorem 4.8. Let R be an Artinian semisimple ring. Then diama(R) < 2.
In the case of a matrix ring over a field we have a better bound:
Theorem 4.9. Let F be a field and n € N. Then diama (M, (F)) = 1.

Proof. We have seen in the proof of Theorem 4.7 that in the case when two matrices
A, B are invertible, we have A~1B. So let us consider the case when two matrices
A and B are singular. Without loss of generality, we may assume that rank(A4) <
rank(B). In this case, the matrix A can be written as products of conjugates of B
(cf. [3]), and we obtain that there exist k € N and Py, ..., Py € GL,(F) such that
A= P BP; " - P.BP_ . This immediately gives that A< B, as desired. O

Turning our attention to the diam,, we can express the distance d, between two
invertible matrices as follows.

Proposition 4.10. Let n € N, and let D be a division ring such lllgf, n # 2
and D # Fy. Let A,B € GL,(D) be two matrices such that B € {A}. Then
AB~1 € SL,(D) and d.(A, B) is the minimal number of commutators required to
express AB™1 as products of commutators in GL,(D).

Proof. We have seen in Theorem 3.20 that B € {A} implies AB™! € GL,,(D)’, the
derived subgroup of GL,, (D). Our assumption implies that GL,, (D) = SL, (D) (cf.
[6, Theorem 4 on page 138]). Assume that d.(A, B) = ¢ and that we have a chain
A=Ay~ A ~1 ...~ Ay = B We thus get, for any 0 < i < ¢ — 1, invertible
matrices X;,Y;,Z; € GL,(D) such that A = Ay = XoY0Zp, A1 = XoZoYy =
lelzl,AQ = X1Z1}/1 = XQYQZQ,...,A( = Xg_1Zg_1n_1 = B. From thiS7 we
deduce that B = A, = Ag,l[Zg_ll,Y[_ll] and A;_1 = Ag,g[ZZ_IWY[_IQ]. Continuing
this process, we conclude the following equality

B = A[Z(;la YE)%HZ;l»Yfl] e [Z[—llv Yé:ll]'

Conversely, if such an equality holds, we can deduce immediately that d. (4, B) < £.
This finishes the proof. (I

On account of Proposition 4.10, we find that diam,(SL, (D)) is strongly related
to the minimal number of commutators needed to express an element of the derived
group of the division ring D. The reader interested by this topics can consult the
recent paper Gvozdevsky [7] and the bibliography mentioned there.

The other class we need to look at for computing the x-diameter in matrix rings
over divison rings is the class of singular matrices. This is the purpose of the
following proposition. We have already use the fact that any singular matrix with
entries in a division ring D can be presented as a product of idempotent matrices.
In fact, we can be a bit more precise: any singular matrix A € M, (D) is a product
of conjugates of the idempotent matrix F = diag(1,...,1,0) (cf. [3]). This will be
used in the proof of the statement (ii) of the following proposition.

Proposition 4.11. (i) Let F? = F € M,(D) be of rank k. Then d.(F,0) <
[n/(n—k)].
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(ii) Let A, B € M, (D) be two singular matrices, and let A (respectively, B) be
a product of k > 1 (respectively, | > 1) matrices similar to E = diag(1,...,1,0).
Then d.(A,B) < k+1.

(1) diam. ({0}) < 2n.

Proof. (i) F is similar to any diagonal matrix having k elements 1 and n—k elements
0 on the diagonal. In order to cover the n positions on the diagonal with strips of
zeros of length n — k, we need at most [ := [n/(n — k)] strips. For i = 1,...,1,
let P, € GL,(D) be such that PiFPfl is a diagonal matrix with n — k zeros on
the diagonal occupying the positions from (i — 1)(n — k) + 1 till min{i(n — k), n}
positions along the diagonal (and 1’s in the remaining places). We thus get

F=F'X, PFP'F!
Xy PLFP'P,FP;'F' 2
X PLFP P FPy PPy RS

*
~1

X PFP- PFP' =0,
Where the last equality is due to the fact that all the positions along the diagonal
appear to have a zero in at least one of the factors Pl-FPi_l. From this, we indeed
obtain that d.(F,0) <.
(ii) By hypothesis, we know that there exist invertible matrices Py,..., P €
GL,(D) and Q1,...,Q; € GL,(D) such that

A=PEP'PREP;' .- P,EP; ",
and
B=QiEQy Q:BQ;" - QuBQ; .
This immediately gives the following paths between A, B, and E:

ARy BREP;'P;---P,EP,'E
~y P3EP;'Py--- PLEP, 'E?

*

(1) ~1

Xy PBEP'EF' ~ E¥ = F.

A similar path is linking B and E. This leads to d.(A, B) < k + 1.

(iii) Assume that A € M, (D) is singular. Then there exist invertible matrices
Pi,...,P, € GL,(D) such that A = PLNP; 'P,NP;'... P,NP, ', where N :=
Z?;ll E; it1. Now, one may consider the following cases:

Case 1. k < n. Then, as in the proof of part (ii) above (cf. equations (1)), we
have d.(A, N*) < k. Since the nilpotent index of N* is n — k, Theorem 3.7 in []
shows that d.(N*,0) < n —k — 1, and by virtue of d.(N¥,0) < d.(N*¥,0), we gain
d*(Nk, 0) <n —k — 1. This gives rise to

di(A,0) < do(A,N¥) +d (N*,0) =k +(n—k—1)=n—1.
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Case 2. k > n. Then, as in the proof of part (ii) above, we have

ARy, Py NP Pyio--- PTIN™ = 0.

This shows that d.(A4,0) < n.
If A, B € {0}, we then have d. (A4, B) < d.(A4,0)+d.(0, B) < 2n, as claimed. O

We end the paper with some considerations on the structure of upper triangular
matrix rings. Recall that a strictly upper triangular matrix is an upper triangular
matrix having 1’s along the diagonal and 0’s under it, i.e., a matrix A = [a; ;] such
that a; ; = 0 for all ¢ > j and a;; = 1. We denote the set of all n x n strictly upper
triangular matrix over a ring R by U, (R).

Let us recall that, for a ring R and n € N, we denote N,,(R) as the set of elements
of R that are nilpotent of index n and that a ring R is called semi-commutative if,
for a,b € R, whenever ab = 0 we have aRb = 0.

Theorem 4.12. Let R be a ring. Then the following statements hold:
(i) If R is semi-commutative, then, for each i € N, we have {0} C Nyi(R).
In particular, {0}* C N(R).
(i1) For any strictly upper triangular matriz U € M, (R), we have
(a) U e {0}, , C {0} and U € {0};_, C {0}
(b) diamn (U, (R)) < 2(n—1) and diam,(U,(R)) < 2(n—1) for alln > 2.

Proof. (i) We argue by induction on i. Let ¢ = 1. We show that {0}; C Ny(R).
Pick an arbitrary element z € {0};. This implies that z ~; 0, and hence there
exist elements ai,as,a3 € R such that z = ajasaz and 0 = ajasas. Since R is
semi-commutative, one obtains a; RagRas R = (0). This leads to 22 = 0, that is,
z € Na(R). hence the claim is true for the case i = 1. Now, suppose, inductively,
that ¢ > 0 and that the result has been shown for all values less than ¢ + 1, in
particular, {0} C Nai(R). Let z € {0}},,. This means that z ~1 y ~; 0 for some
y € R. Since y € {0}, the induction hypothesis gives that y*>* = 0. In addition, it
follows from z ~ y that there exist elements a1, a2, a3 € I such that 2 = ajaza3 and
y = ajazas. On account of R is semi-commutative, one can conculde from yT =0
that (a3 RazRasR)? = (0). This gives rise to 22 = 0, and thus z € N1 (R).
This completes the inductive step, and so the claim has been proven by induction.

To establish the last assertion, it is enough to observe that {0}* = J,~,{0}; and
N(R) = U,z NalR).

(ii) We first show (a). According to [I, Proposition 3.1], for any strictly upper
triangular matrix U € M, (R), we have U € {0},,_1 C {0}. Now, the claim can be
deduced based on the facts {0},—1 C {0} _; and {0},_1 C ﬁ)\}n_l.

To demonstrate (b), fix n > 2, and let A and B be two arbitrary elements
in U,(R). It follows from part (a) that U € {0} _; C {0}* (respectively, U €

{/()\}7171 - ﬁ)\}) Thus, one can conclude that A "<' 0 "<' B (respectively,
AR, _10~,_1B). We therefore get
diam, (U,(R)) < 2(n —1) (respectively, diama (U, (R)) < 2(n — 1)).

This completes the proof. ([
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